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1. Introduction

Predicting condensate to gas ratio (CGR) is an 
important task in gas-condensate field management. 
Whitson et al. showed that the main difference in 
managing dry gas reservoirs against gas-condensate 
reservoirs is the requirement to forecast CGR so that 
condensate production can be reliably estimated [1]. 
Therefore, this parameter is extremely important, and the 
prediction on its evolution over time must be reliable.

The conventional method to predict CGR during 
pressure depletion is based on PVT (pressure - 
volume - temperature) model. To generate this model, 
representative samples of reservoir fluid must be 
collected, and PVT experiments must be conducted. This 
process is both costly and time consuming. After the main 
parameters of the fluid are determined, the equation of 
state (EOS) is then generated to describe the characteristics 
of the reservoir fluids. Without the representative samples 
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and the main parameters acquired by experiments, the 
EOS cannot be derived. Similarly, if fluid properties from 
different reservoirs are used as analogue, the EOS may not 
reflect the actual characteristics of the reservoir fluids.

Another conventional method for prediction is 
dynamic simulation. However, for most of Hai Thach wells, 
CGR prediction using this method is difficult although 
history matching of wellhead pressure is acceptable as 
shown in Figures 1 and 2.

History matching of CGR is challenging in Hai Thach 
field due to many reasons. First, there are 9 separate 
reservoirs in Hai Thach field but only one representative 
sample could be collected. Therefore, there is insufficient 
data to generate PVT models for all reservoirs. For 
reservoirs without representative samples, it is assumed 
that they might have similar properties to the sampled 
reservoir; thus, PVT models for these reservoirs have 
many uncertainties. Furthermore, most Hai Thach 
wells are produced from commingled reservoirs with 
contribution among them varying over time. Therefore, 
history matching of CGR using dynamic simulation is 
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complicated and there is certain deviation from actual values, 
causing great difficulty in forecast. Regarding short-term forecast, 
this deviation has impact on condensate lifting because condensate 
production forecast would be too low or too high compared to reality, 
leading to high risks of shortage or tank top issues. With respect 
to long-term production forecasts, deviation in forecasting CGR 
results in inaccuracy of condensate production rate and cumulative 
condensate production and affecting the economic evaluation of 
the whole project. As a result, the necessity to develop an auxiliary 
method to precisely forecast CGR is very urgent.

In comparison with complex EOS modeling or dynamic 
simulation, machine learning can perform forecast with fewer 
input parameters. Therefore, it has been widely used to solve many 
forecasting problems. The application of this method in predicting 
the fluid properties of oil and gas reservoir has also been studied by a 
number of research groups, for example applying machine learning 

algorithms to predict the dew point pressure of 
gas condensate reservoirs [2 - 5], estimate CGR 
[6, 7], and fluid composition [8]. However, these 
studies have not concentrated on predicting 
the change of CGR over time as reservoir 
pressure declines during production.

For production wells, it can be observed 
that CGR is highly dependent on wellhead 
pressure, wellhead temperature, as well as 
choke size. Additionally, add-on perforation 
also showed great impact on CGR. Since 
the values of wellhead pressure, wellhead 
temperature, and choke size are monitored and 
recorded regularly, establishing the relationship 
between these parameters with those more 
difficult and expensive to obtain such as CGR 
will bring lots of practical values. Consequently, 
the application of machine learning to forecast 
CGR can be an alternative to overcome the 
difficulties of traditional methods.

However, machine learning also has some 
difficulties in forecasting over time, especially 
relatively long-term forecast, as reported in 
the following studies. Lee et al. constructed a 
long short - term memories (LSTM) network 
trained on the data of 300 wells to predict 
the production of 15 wells with good results 
but they are short term forecasts of just one 
month [9]. In another study, Zhan et al. used 
data from more than 300 unconventional oil 
wells to build two LSTM models, one to forecast 
the decline in production rate and the other 
to predict cumulative production [10]. For 
each well, the production history of the first 3 
months was used to train the model and the 
remaining 21 months was used for testing. To 
overcome the problem of error accumulation 
in time series prediction and the challenge of 
capturing the steep production decline at the 
beginning, in addition to tubing pressure and 
oil rate, 12 wells most similar to the well being 
analyzed were selected from the database and 
translated into additional machine learning 
features. However, the results from the LSTM 
models still showed over-prediction for the 
production rate and under-prediction for the 
cumulative production. It can be observed that 
many machine learning models have certain 

Figure 2. History matching results of CGR using dynamic simulation for HT-Y still have some difficulties.

Figure 1. History matching results of well head pressure using dynamic simulation are reasonable for HT-Y.
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difficulties in long-term forecasting. Furthermore, picking 
up abnormal changes in the production history is also a 
great challenge for wells with add-on perforation. Due 
to the above challenges, piecewise regression combined 
with linear regression and XGBoost is used to solve this 
forecasting problem.

2. Methodology

CGR is a parameter that depends on reservoir pressure, 
and therefore on wellhead pressure. Thus, this study was 
divided into two steps. The first step was to forecast the 
decline of wellhead pressure during production period. 
The next step was to forecast CGR according to the decline 
of wellhead pressure.

In the Hai Thach field, the HT-X well started 
production in 2015 with good deliverability. After 5 years 

of production, HT-X was depleted with wellhead pressure 
decreasing to process pressure and CGR decreased from 
initial value of 100 stb/MMscf to only 10 stb/MMscf. Since 
the historical data of wellhead pressure and CGR of HT-X 
was complete, this well is used to develop the machine 
learning model. The wellhead pressure data set consists 
of 1566 data points from daily production history of HT-X 
including uptime, choke size, and gas production rate. 
The CGR data set consists of 52 data points from flow 
tests including uptime, choke size, and wellhead pressure. 
Since the production history dataset used for forecasting 
CGR of HT-X is relatively small, the mean_leaf parameter 
will have a big impact on forecast results. The combination 
of piecewise regression and linear regression or piecewise 
regression and XGBoost will be used for the prediction 
of CGR of HT-X with different split ratios of training and 
testing datasets to find the optimal algorithm.

Figure 3. Flow diagram of the study.

Split ratio of training and testing 
dataset 

Mean_leaf 
Training error  

(%) 
Testing error  

(%) Prediction results 

50/50 20 -1.5 to 1.5 -15 to 0 Not very good 
60/40 100 -15 to 15 -7.5 to 10 Relatively reasonable 
70/30 50 -3 to 3 -10 to 7.5 Good forecast results 
80/20 100 -8 to 8 -2 to 10 Good forecast results 

Table 1. HT-X WHP prediction using machine learning with different split ratios of training and testing dataset

Data preparation for HT-X  
(depleted well)

Data preparation for HT-Y  
(producing well)

Try different algorithms to history match  
CGR of HT-Y 

History match wellhead pressure  
of HT-Y

Forecast wellhead pressure for HT-Y Determine optimum algorithm to history  
match CGR of HT-Y 

Forecast CGR for HT-Y

Determine optimum algorithm to history 
match CGR 

Determine optimum algorithm to history  
match CGR of HT-X 

Try different algorithms to history  
match CGR of HT-X 

Check history matching of wellhead  
pressure of HT-X 
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The same process is then applied to the prediction 
of well head pressure and CGR of HT-Y which is the main 
target of this study. HT-Y also started production in 2015 
but this well has better performance and pressure was 
not declining as fast as HT-X. After 7 years of production, 
HT-Y is still the strongest gas producer in Hai Thach field. 
The forecast of CGR over time will help better manage 
HT-Y production. The wellhead pressure data set of HT-Y 
consisted of 1658 data points from daily production 
history including uptime, choke size, and gas production 
rate. The CGR data set consists of 132 historical data points 
of flow tests including uptime, choke size, and wellhead 
pressure. A big difference between HT-Y and HT-X is that 
HT-Y had add-on perforation that significantly changes 
the historical trend and that event would be used to check 
the capability of the algorithms.

The flow diagram of the study is shown in Figure 3.

3. Study result

The dataset used for forecasting wellhead pressure of 
HT-X is splitted into training and testing set with different 
ratios. The mean_leaf parameter is optimized based on 
the highest score of correlation factor by comparing 
forecast results and actual data on training dataset. The 
calculation results are shown in the following figures.

The combination of piecewise regression and linear 
regression is applied to history match wellhead pressure 
data of HT-X with different split ratios of training and 
testing dataset  as shown in Table 1, and representative 
results shown in Figure 4.

The testing results show that history matching and 

Figure 4. HT-X WHP prediction using machine learning with split ratio of training and testing dataset of 70/30.

Split ratio of training  
and testing dataset Mean_leaf 

Training error  
(%) 

Testing error  
(%) Prediction result 

50/50 83 -5 to 5 -8 to 3 Reasonable 
60/40 199 -8 to 8 -8 to 4 Reasonable 
70/30 61 -8 to 8 -12 to 2 Reasonable 
80/20 184 -8 to 8 -3 to 6 Reasonable 

Table 2. HT-Y WHP prediction using machine learning with different split ratios of training and testing dataset
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Figure 5. HT-Y WHP prediction using machine learning with split ratio of training and testing dataset of 50/50.

Figure 6. HT-Y WHP prediction using machine learning in comparison with dynamic simulation results.

Split ratio of training  
and testing dataset Algorithm Mean_leaf 

Training error 
(%) 

Testing error 
(%) Prediction results 

70/30 Piecewise regression combined 
with linear regression 

6 -10 to 25 0 to 70 Reasonable 
80/20 8 -15 to 25 -30 to 40 Reasonable 
70/30 Piecewise regression combined 

with XGBoost 
6 -10 to 25 0 to 70 Reasonable 

80/20 8 -15 to 25 -40 to 40 Reasonable 

Table 3. HT-X CGR prediction using different split ratios of training and testing dataset

forecast for wellhead pressure decline is feasible for HT-X 
when the ratio of historical data/forecast data is at least 
60/40. The same process is then repeated for history 
matching and forecast of wellhead pressure of HT-Y. Since 
HT-Y wellhead pressure changes significantly after add-on 

perforation, the same split ratios of 50/50, 60/40, 70/30, 
and 80/20 are still applied, but only to the data after 
add-on perforation. The prediction results with different 
split ratios are summarized in Table 2 and representative 
results shown in Figure 5. 
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Figure 7. HT-X CGR prediction using piecewise regression and linear regression with split ratio of training and testing dataset of 80/20.

Figure 8. HT-X CGR prediction using piecewise regression and XGBoost with split ratio of training and testing dataset of 80/20.

The forecast results of wellhead pressure for HT-Y 
in the future by machine learning are compared to the 

results forecasted from dynamic simulation in Figure 6. The 
comparison of the results of the two forecasting methods 
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Split ratio of training and 
testing dataset 

Algorithm Mean_leaf 
Training 

error 
(%) 

Testing 
error 
(%) 

Prediction results 

70/30 Piecewise regression 
combined with linear 

regression 

20 -15 to 10 -15 to 30 Overestimated 

80/20 30 -15 to 10 -15 to 25 Reasonable 

70/30 Piecewise regression 
combined with XGBoost 

20 -15 to 10 -20 to 15 Reasonable 
80/20 30 -15 to 10 -20 to 20 Reasonable 

Table 4. HT-Y CGR prediction using different split ratios of training and testing dataset

Figure 9. HT-Y CGR prediction using piecewise regression and linear regression with split ratio of training and testing dataset of 80/20.

shows that the use of machine learning for predicting 
HT-Y wellhead pressure is reasonable and slightly different 
compared to dynamic simulation results.

After the wellhead pressure is predicted with good 
accuracy, CGR is then derived by machine learning. 
Since the CGR dataset is relatively small compared to the 
wellhead pressure dataset, only 70/30 and 80/20 split 
ratios of training and testing datasets are applied. The 
forecast results for HT-X are summarized in Table 3 with 
representative results shown in Figure 7 and Figure 8.

For the CGR prediction of HT-X, piecewise regression 
combined with linear regression or XGBoost provide 
similar forecast results. Therefore, CGR of HT-Y was also 
predicted by both algorithms with split ratios of 70/30 and 
80/20 as shown in Table 4.

Piecewise regression combined with XGBoost has 
better prediction results than piecewise regression 
combined with linear regression at 70/30 split ratio. 
Forecast results are similar for both algorithms at 80/20 
split ratio, as shown in Figures 9 and 10.

In summary, piecewise regression combined with 
XGBoost has better and more stable forecast results, so 
this algorithm is used to predict future CGR of HT-Y and 
the results from machine learning are compared to the 
forecast results by dynamic simulation in Figure 11. The 
comparison of two methods shows that machine learning 
prediction of CGR for HT-Y is reasonable and can be 
used as a supplement of dynamic simulation forecast for 
production management.
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Figure 10. HT-Y CGR prediction using piecewise regression and XGBoost with split ratio of training and testing dataset of 80/20.

Figure 11. HT-Y CGR prediction using piecewise regression combined with XGBoost in comparison with 
dynamic simulation results.

4. Conclusions

The main conclusions of the study can be 
summarized as follows:

- Machine learning is applied successfully 
to predict the changes overtime of CGR which is 
one of the most important parameters for gas-
condensate reservoirs but very challenging to 
forecast using traditional methods;

- About machine learning algorithm, 
piecewise regression combined with XGBoost 
provides reasonable and reliable forecast 
results for CGR;

- The successful application of machine 
learning in forecasting CGR during production 
provides significant support to the prediction 
of condensate production, thereby helping to 
better optimize production management of 
gas condensate fields.
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